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Some properties of the divergence measure of the information content of quantitative analysis 
results are introduced and it is shown how this measure describes the effect of the difference 
of a result obtained by the analysis from a preliminary one or from an anticipated value. In the 
same time the measure is compared to the decrease of uncertainty as expressed in terms of Shan­
non's entropy. 

First applications of information theory in analytical chemistry occurred at the end 
of the sixties l

• In 1974 Eckschlager and Vajda2 abandoned the Shannon's approach 
adopted by that time and started from a model of higher-precision analysis as a pro­
cess of obtaining information by replacing an apriori normal distribution by another 
aposteriori 3 normal one and found an adequate expression of the information content 
for this model in the divergence measure4 of the information gain. In 1975 the diver­
gence measure was extended to other probability distributions; later on, its use for 
the needs of analytical practice was compared to the use of other information mea­
sures and Eckschlager and Stepanek5

,6 have recently treated it as a difference of the 
Kerridge-Bongard measure of inaccuracy 7 ,8 of a statement made prior to the ana­
lysis and the Shannon's entropy9 of the aposteriori distribution. Some properties 
of the divergence measure have been investigated in general paper10. 

The divergence measure has been adopted for evaluating the information content 
of quantitative analysis results mainly by Eckschlager and Stepanekll . Cleij and 
Dijkstra 12 have paid their attention to the evaluation of results and methods of qualita­
tive and identification analyses and they believe that the use of information theory 
in quantitative analysis leads only to characteristics not differing essentially from 

Part XVI in the series Theory of Information as Applied to Analytical Chemistry; Part XV: 
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those of precision. This opinion is correct only as far as we consider other measures 
of the information content than the divergence measure, i.e., as we adopt the Shan­
non's entropy and do not take into account inaccuracy in its general sense. The use 
of information theory principles in qualitative and identification analyses or in struc­
tural analysis is certainly of greater practical importance than their use in quatitative 
analysis, yet it can always yield adequate descriptions of analytical problems and 
procedures suitable for their solution. 

In this paper we are going to show those properties of the divergence measure 
of the information content which are important for the formulation of problems 
and for the evaluation of results or methods in quantitative analysis; the practical 
impact of these properties will be demonstrated in examples. 

THEORETICAL 

The uncertainty associated with a continuous random variable having a probability 
density q(x) can be expressed by Shannon's measure (entropy) satisfying a set of rea­
sonably stated assumptions 9

. It is derived as 

H(q) = - IX

2 q(x) log q(x) dx , 
x, 

(la) 

where f:~ q(x) dx = 1 and we put lim [ -q(x) log q(x)] = 0 for q(x) --+ 0+. 

Two probability distributions having equal Shannon's entropies will be called 
isentropic. The inaccuracy of an assertion that a continuous random variable has 
a probability density p(x) while the true distribution is q(x) is characterized by the 
Kerridge-Bongard measure 7 ,8 

H(q, p) = q(x) log - dx, I
X

2 1 

x, p(x) 
(lb) 

where p(x) > 0 for x E <Xl' X2) and f::p(x) dx = g~q(x) dx = 1. 

This measure satisfies a set of assumptions similar to those used in the derivation 
of the entropy. 

The information content of a result of quantitative analysis can be understood 
as decrease of uncertainty after the analysis was carried oue,3,l1. If p(x) is the pro­
bability density of the apriori distribution describing our assumption about the 
content of the component to be determined before the analysis and q(x) is the prob­
ability density of the aposteriori distribution of the results of the analysis, the infor­
mation content can be evaluated in terms of the Shannon's entropy as H(p) - H(q); 
or we can express the information content as the information gain by the means 
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of the divergence measure 

I(q, p) = H(q, p) - H(q) = J X2q(X) log q(x) dx 
x, p(x) 

(2) 

with p(x) and q(x) satisfying the above stated conditions. The exact derivation 
of this measure can be found in chapters 4· 3 and 4·4 of the monograph II. 

For arbitrary p(x) and q(x) we have H(q, p) ~ H(q); this follows from (2) and 
from the non-negativeness of I(q, p) - see property a) below. If p == q the sign 
of equality is valid. 

We can easily show that the divergence measure of the information content in (2) 
has following properties: 

a) I(q, p) ~ 0, I(q, q) = 0, i.e. , it is non-negative and equal to zero if p(x) == q(x). 
b) I( q [, p) > I( q2' p) if the expectations of both aposteriori distributions are equal, 
i.e., JlI(q) = Jlz(q) but the standard deviations are in relation oAq) < O"z(q); the 
pre-distribution p( x) is the same in either case. 

c) I(q, PI) > I(q, pz) if the expectations of both apriori distributions are the same 
but 0"1 (p) > 0" z(p); the aposteriori distribution q(x) does not vary. 

d) If O"[(p) = O"z(p), O"l(q) = 0"2(q) then I(ql' PI) > I(q2' P2) provided that IJlI(p) -
- JlI(q)1 > IJlz(p) - Jlz(q)l· The difference between I(q[, PI) and l(qz, P2) can be 
very small if the probability density of the apriori distribution p(x) is constant in 
the whole interval <Xl' xz)· 

These four properties with be further discussed from the practical point of view 
of the quantitative analysis. Similarly as in3

.
4

.
10 we will compare these properties 

of the divergence measure I(q , p) = H(q, p) - H(q) to those of the Shannon's 
measure H(p) - H(q) for the decrease of uncertainty. 

DISCUSSION 

Property a) has been generally proved, e.g., in 11. Here it will be treated specifically 
below, along with properties b) through d), for cases of a uniform or a normal apriori 
distribution and for a normal aposteriori distribution. 

1) If p(x) is normal N(Jlo, O"~) and q(x) is normal N(Jl, 0"2) then we get for the in­
formation content - in natural information units 

(3) 

as has been already shown inz , II where the information content of higher-precision 
analyses has been studied. In this case the difference of Shannon's entropies is equal 
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to In (Jo/(J. If we lay down 11- = 11-0 the formula in (3) reduces to 

(3a) 

Obviously the information content is zero for (J = (Jo, otherwise it is positive. That 
becomes apparent, besides others, from the following mathematical manipulation: 
If we put (Jo/(J = A then the function 

assumes its minimum I = 0 at A = 1 and is positive otherwise. The dependences 
of the value of the function in (3a) on the ratio (Jo/(J and on the logarithm of this ratio 
are illustrated in Figs la and Ib respectively: 'On the contrary the difference 
of entropies takes on negative values whenever (J > (Jo. If 11- =!= 11-0 the information 
contentI(q, p) is always positive, also for (J = (Jo . 

n) If p(x) is uniform 

1 

{~ p(x) = 
o otherwise 

---, -'-~I 

I 

FIG. 1 

The dependence of I(q, p) for apriori and aposteriori normal distributions a) on (Jo/(J; b) on 
In «(Jo/(J) 
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and q(x) is again normal N(Ji, 0"2) and Jilies outside <Xl' X2 ) or is close to either 
limit, i.e., Ji < Xl + 30" or Ji > x2 - 30", then 

TABLE I 

Values of In (x 2 - x I) /(O" .j(2ne), values of the term 

and values of l(q, p) according to (4) for some ratios (x2 - xI) /O" and some positions of Ii with 
regard to xl 

(X2 - x1) /a Ii In (x2 - x I) /a .j(2 ne) A l(q,p) 

6·0 xI + 3a 3'7282 . 10- 1 

8'0 Xl + 4a 6.6050. 10- 1 

10'0 Xl + 5a 8'8365.10- 1 

20·0 Xl + lOa 1'5768 
20·0 Xl + 6a 1' 5768 
20·0 Xl + 4a 1' 5768 
20·0 Xl + 3a 1'5768 
20'0 Xl + 2a 1'5768 
20'0 Xl + a 1'5768 
20'0 Xl 1·5768 

FIG. 2 

The dependence of l(q, p) on the position 
of Ii at a given length of interval <Xl' x2 ) 
for an apriori uniform and an aposteriori 
normal distribution 
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1'6036 . 10 - 2 3·8885 . 10- 1 

6·0003 . 10 - 4 6'6110.10- 1 

0·0000 8'8365. 10- 1 

0·0000 1' 5768 
0·0000 1'5768 
3'0038. 10- 4 1' 5771 
8·0253 . 10- 3 1'5848 
7' 8407 .10- 2 1-6552 
3' 1693 . 10- 1 1·8937 
6·9510. 10- 1 2·2719 

23F-,---------n 
I 

JIq,p) i 

\ 

I 

15 l-~~ 
~ ~ 
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(ef. page 115 of the monographyll) where Zi = (Xi - fl)/O', i = 1,2 and o/(Zi) and 
¢(Zi) are values of the frequency and the distribution function of the standardized 
normal variable respectively. 

Regarding the basic requirement that the length of the interval (X l> Xl) be at least 
60' (in order to contract the normal variable into this interval) the first term in (4) 
is positive. Furthermore in respect to that Z2 > 0 and Zl < 0 the difference Z2 0/(Z2) -
- Zl 0/(Z1) is also positive. Finally In [¢(Z2) - ¢(Zl)] is always negative so that the 
whole expression in (4) is positive. The dependence of the information content 
on the ratio (X2 - x 1)/0' for some positions of fl is presented in Table I and the de­
pendence on fl for given values of Xl and X 2 is illustrated in Figure 2. In this case 
the decrease of uncertainty is the same as the information content and is therefore 
positive b;!cause we deal with transition from a uniform distribution ll

. 

We can remark upon the possibility of negative values of the decrease of uncertainty 
that they are understandable, for instance, when completely incorrect results of a quan­
titative analysis misinform us in essence. However, a negative value of entropy arises 
most frequently by underestimating the apriori uncertainty of the probability distri­
bution. Thus we take the non-negativeness of the information content I(q, p) in its 
use in the evaluation of results of quantitative analyses for an advantage of this 
measure. 

The validity of properties b) and e) is immediately obvious from formulas (3) 
and (4) if we diminish 0' in the first case and 0'0 or the length of the interval (Xl' X 2 ) 

in the second one - the standard deviation of the uniform distribution depends 
only on this length. Yet we need to mention that properties b) and e) remain main­
tained even then when the information content is understood as the decrease of un­
certainty. 

The property d), i.e., the dependence of the value of I( q, p) on the difference of the 
expectations of the apriori and the aposteriori distributions, is very important 
for the assessment of the information content of quantitative analysis results. In op­
position to the decrease of uncertain ty which is expressed in terms of precision the 
divergence information measure characterizes also the effect of the difference of the 
result obtained by the analysis from the preliminary assumption. What the diver­
gence measure contains in addition to the difference R(p) - R(q) is well observable 
from formulas (3) and (4) which are adjusted here in such a way that the first loga­
rithmic term corresponds to the decrease of uncertainty and the second one, i.e. 
1[ ... ], depending on Ifl - flo I or on Zi = (Xi - fl)/O', i = 1,2, then expresses that 
effect of the deviation of the result from the assumption. It is best seen in the case 
of the formula (4) if we expect any result from the interval (X l' X 2 ) with the same 
likelihood; the term te ... ] increases the more the closer to zero is Iz;\. In Table I 
this term is entered also in some cases when fl E (Xl + 30', X2 - 30') and when we cal­
culate the information content no longer according to (4) . In these particular cases 
it is practically zero. The importance of the term H ... ] in formulas (3) and (4) excels 
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in the case of isentropic apriori and aposteriori distributions when H(p) - H(q) = O. 
So, e.g., for both distributions being normal with the same value a but with dif­
Lrent average values, i.e., for two isentropic mutually shifted normal distributions, 
the quantity in (3) becomes 

(3b) 

which enabled to find the information content of quantitative analysis results subject 
to a systematic error11 , 14. 

The importance of described properties in analytical practice can be shown on re­
sults of a determination of nitrogen by Kjeldahl's method. For a content of about 
3% N the value of a = 0·05 was found. If we assume that the content of N in the 
analyte is 3·00 ± 0'50% then (X2 - x1) /a = 20 and the result 3·00 ± 0'20% has 
the information content I(q , p) = 1·577 natural units, the result 2·65 or 3'35% N 
has the information content 1·584 nits and the results on the anticipated limits, 
i.e. 2·50 or 3'50% N, have I(q, p) = 2·272 nits. More expressive is the effect of the 
deviation of the results from a preliminary result; if we find the content of nitrogen 
3'00% with the photometric method (ao = 0'0625) and the Kjeldahl's method con­
firms this finding the information content of this result is relatively small, only 0·043 
units. Yet if we observe 3'10% N with Kjeldahl's method then I(q, p) = 1·325 
units and for a result 3'20% N we get even I(q, p) = 5·172 units. 

The effect of the difference as it has been shown in quoted examples can be inter­
preted as follows: for an apriori uniform distribution, in our case, e.g ., for x E 

E (2 '50; 3'50) when we anticipate nothing more than that we will find the result 
within this interval the effect of the deviation of the result is fairly small as far as 
it lies within these limits. However, where the apriori distribution is derived from 
results of a preliminary analysis there the finding of the deviation of the result ob­
tained by a method yielding accurate results 15 represents very relevant information 
which will become evident also in the value of the divergently measured information 

content. 
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